Raising Genre Awareness through Visualizing Language Features

Abstract

This paper introduces the Feature Visualizer, an open-access Al-powered tool
designed to raise genre awareness among novice academic writers through inductive
learning, a process that includes approaches such as discovery learning. The tool
houses an annotated corpus of scientific research articles written by computer science
majors and allows learners to explore authentic texts using on-demand visualizations
and multimodal explanations. By engaging with the corpus, learners identify recurring
language patterns and rhetorical structures at macro-, meso-, and micro-levels,
facilitating the bottom-up discovery of genre conventions. A longitudinal study with
Japanese undergraduate computer science majors showed that the tool enhanced
learners’ awareness of academic writing conventions and genre features. Focus group
interviews further confirmed the usability and pedagogical value of the Feature
Visualizer. We conclude by discussing practical applications for genre-based writing

instruction informed by inductive learning principles.

1. Introduction
Novice academic writers often struggle to meet the linguistic and rhetorical
expectations of scientific genres, especially when composing research articles in
English (Blake, 2021; Flowerdew, 2015; Swales & Feak, 2012). This challenge is
particularly acute for learners in disciplines such as computer science, where
familiarity with genre conventions is essential for academic success (Zobel, 2014).
Writing in the style expected by a community of practice (Lave & Wenger, 1991;
Hyland, 2012) is difficult without sufficient familiarity with the genre, which makes it
challenging to maintain conventional features (Bhatia, 1999). While explicit
instruction of genre features has its place, inductive learning approaches allow
learners to follow their own discovery-driven pathways to internalize these
conventions (Reppen, 2016). For students who are self-directed this is potentially
more engaging than more traditional deductive learning approaches (Smart, 2014).
The Feature Visualizer was developed as an Al-powered, open-access online
tool designed to raise genre awareness through interactive visualization of language
features. By allowing users to engage with authentic texts, focus on genre-relevant
features, and access further details and examples on demand, the Feature Visualizer
aims to foster a more autonomous, inductive learning experience. Our expectation
was that learners would read texts that were closest to the type of research article they
were about to write. Should learners want to focus on particular linguistic or rhetorical
features, they can select the feature from a menu, which automatically visualizes the

target feature in the article that is loaded. This enables them to notice genre-specific



patterns that they might not otherwise have discovered. Rather than restrict learners to
inductive learning, we also incorporated additional materials in the form of brief and
extended textual explanations alongside multimodal explanations, which users can
access. The multimodal support operates at two levels: first, through on-demand
highlighting and annotation triggered when users select features to focus on; and
second, through narrated video slideshow explanations that provide a more
comprehensive, guided walkthrough of selected genre features.

Data-driven learning (DDL) approaches that incorporate corpora present
multiple challenges to learners which increase the cognitive and logistical burden
placed on learners (Boulton & Vyatkina, 2021; Jablonkai & Csomay, 2022; Johns,
2002). These challenges include selecting appropriate corpora, identifying relevant
search terms, interpreting partially contextualized results from key-word-in-context
searches (Anthony, 2019), and parsing authentic language (Gilquin & Granger, 2022).
These tasks, while pedagogically valuable, may also overwhelm novices and distract
from higher-level genre analysis. The Feature Visualizer alleviates this burden by pre-
curating a focused corpus and embedding automated, feature-specific searches. This
removes the need for learners to manually locate or define salient patterns; instead,
they can simply choose an article and activate pre-selected visualizations of key genre
features. In doing so, the tool retains the exploratory spirit of DDL while eliminating
much of the associated drudgery, enabling learners to concentrate on interpretation
and application.

The remainder of this article is structured to demonstrate how the Feature
Visualizer both draws on and contributes to current understandings of genre
pedagogy. Section 2 outlines the theoretical framework, situating the tool within
traditions of inductive learning, noticing, and corpus-based pedagogy while
connecting it to prior visualization projects. Section 3 introduces the design and
functionality of the Feature Visualizer, illustrating how its interface and processes
make genre features visible to learners. Section 4 outlines the longitudinal mixed-
methods study conducted with Japanese computer science majors, providing the
empirical basis for evaluating the tool. Section 5 presents the findings, combining
quantitative evidence of learning gains with qualitative insights into how learners
engaged with the tool. The final section offers conclusions, addresses limitations, and
discusses implications for future research and pedagogy, highlighting the broader
significance of visualization in supporting inductive approaches to genre-based

writing instruction.

2. Theoretical Framework

Al-driven visualization tools have been developed to help learners of English focus on



specific linguistic or rhetorical features. For example, web application to identify and
visualize aspects of information structure, such as information flow, end focus, and
end-weight was developed to help advanced learners of English (Blake et al., 2023).
Similarly, TrendScribe, an Al-powered application that generates descriptions of
time-series data at different levels of language proficiency, offering learners of
English graded exemplar texts based on numerical inputs (Blake et al.,2025). These
projects illustrate how visualization and Al can be combined to scaffold language
learning, providing a backdrop for the development of the Feature Visualizer.

The Feature Visualizer is grounded in the principles of inductive learning,
where learners are guided to identify patterns and derive rules by engaging directly
with input (Ellis, 2021; Prince & Felder, 2006). Unlike deductive approaches, which
begin with explicit explanation, inductive methods encourage exploration, pattern
recognition, and hypothesis formation (Prince & Felder, 2007). Corpus-based
pedagogy (Li et al., 2025) aligns well with an inductive approach, offering learners
access to authentic language data for self-guided analysis.

The integration of Al further enhances this experience by enabling real-time
interaction with text and dynamic visualization of linguistic features. For example, by
drawing on machine learning libraries for named entity recognition, we can identify
repeated references to the same entities. This facilitates the detection of anaphoric
references and helps make patterns of cohesion more visible to learners, supporting
their understanding of how ideas are connected within and across paragraphs.

A key mechanism underlying inductive learning is noticing, viz. the process
by which learners consciously register language features in the input. According to
the noticing hypothesis (Schmidt, 1990), conscious attention to linguistic forms is a
necessary condition for language acquisition. Empirical studies have supported the
role of noticing in the development of second language linguistic competence
(Ekanayaka & Ellis, 2020, 2021; Ishikawa & Révész, 2020). The Feature Visualizer is
designed to foster this noticing process by making genre-specific language features
more salient through visual cues, which are intended to not only focus attention on
salient patterns, but pique the interest and curiosity of learners, encouraging them to
interact with the content housed in the Feature Visualizer.

In the context of genre awareness, inductive learning through corpus
exploration supports learners in identifying structural, lexical, and rhetorical norms at
different levels of textual organization. Visualizing language patterns at different
scales, namely: macro (e.g., move structures), meso (e.g., sentence types), and micro
(e.g., verb tenses), may help learners internalize how scientific texts are constructed.
Colour coding, pithy comments, toggled explanations, and multimodal input serve as

a bridge between raw textual data and learner interpretation, reinforcing discovery and



noticing as central mechanisms in the learning process. Learners can rely on their own
inferences in a purely inductive approach, or may choose to move along the cline
towards deductive approaches by opting to access increasingly more detailed
descriptions and explanations.

Although previous studies have demonstrated the feasibility of corpus-based
learning and visualization tools for supporting noticing and inductive learning (e.g.,
Blake et al, 2023; Blake et al, 2025), relatively little is known about how Al-driven
visualization of corpora affects learner awareness of genre conventions. This study
addresses this gap by examining how interaction with the Feature Visualizer
influences students’ genre awareness, asking specifically: How does interaction with

the Feature Visualizer impact the genre awareness of students?

3. The Feature Visualizer
The Feature Visualizer is a web-based application built to support inductive genre
learning through interaction with a curated corpus of scientific research articles in
computer science. This tool shows features in their full textual context, which
contrasts with typical DDL explorations that rely on keyword-in-context (KWIC)
searches in learner-friendly corpus tools such as CorpusMate (Crosthwaite & Baisa,
2024) and Sketch Engine for Language Learners (SKELL; Kilgarriff et al., 2015).
The Feature Visualizer employs a dual-layered analytical system combining
machine learning and rule-based string matching to identify discourse features at
macro-, meso-, and micro-levels. Table 1 shows the discourse features that can

currently be visualized within the tool.

Table 1: Features incorporated in the Feature Visualizer

Level Feature Details
Macro Sections abstract, introduction, method, etc.
Moves related works, importance, novelty
Meso Functions referring to figures, tables and equations
Micro Connections coherence and cohesion within paragraphs
Linking using prepositions, conjunctions and adverbs
Tense present simple, past perfect, etc.
Passive voice passive voice verb phrases
Modality hedges, boosters and approximation

Users begin by selecting an article from a prepared pre-loaded corpus of 12
research articles written by students and categorized by methodological focus
(empirical, applied, experimental, theoretical). Figure 1 shows the user interface for
each research article, which is split into three main areas. The collapsible menu bar on

the left enables users to select rhetorical and language features to visualize. The



central area houses the selected research article. Textual explanations and embedded

video explanations are displayed on the right.
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Figure 1: Screenshot of the Feature Visualizer with the abstract feature selected.

Once loaded, the article is presented in its original form. Toggle buttons in the
menu allow users to reveal or hide visualizations. These include colour-coded
indicators of structural elements such as moves and steps, highlighting of cohesive
devices, verb patterns, academic phrases, and grammatical constructions characteristic
of the genre. Each highlighted feature is linked to textual and multimodal
explanations that can be accessed on demand. Figure 2 shows a research article with
the tense feature selected. Each finite verb phrase is highlighted and the name of the
tense is automatically identified and displayed before the verb. Past, present and

future forms are assigned different colours.
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_ a low-resolution CMOS camera-based lane detection technigque with a supplementary collision avoidance with an IR sensor. Abatari and
Abdolreza (2013) ST Proposed - fuzzy logic-tuned PID controller to have a car-like robot follow a preset route.

In contary to the mentioned works, this work [giEa=gseiiints iInvolves camera-based path-following via a neural network and the application of a

movement smoothing PID controller.

This paper |gElainE is structured as [gE==tgeinE follows. Section 2 [FEZieeTnEE describes the system set-up. Section 3 details the control
methods. The following section describes and [gi2a=ylseilnta discusses the experiments and their results. The final section [gi=a=y el concludes the
research and [ga=yigellni= provides sugsestions of future works.

Figure 2: Screenshot of a research article with the tense feature selected. Each

identified verb form is assigned a tense label and colorized.

The Feature Visualizer allows learners to control the depth of explanations,
moving along a continuum shown in Figure 3 from implicit colorization and simple
descriptions to explicit descriptions and explanations. This approach resonates with
the Sociocultural Theory view of mediated learning (Poehner, 2018; Vygotsky, 1978),

where learners actively negotiate the level of assistance they require.

narrated
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highlighted detailed
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Figure 3: Cline showing increasing information availability. Learners adopting an

inductive approach are expected infer from raw and highlighted text.

This layered interaction design encourages learners to explore patterns
independently while also providing support when needed. The tool thus facilitates a
self-directed, inductive pathway through the complexities of academic language using
an intuitive interface, ameliorating the common challenges in data-driven corpus-
based learning (Anthony, 2019).



The identification of linguistic features is achieved through a combination of
rule-based parsing and Al-powered methods. The corpus was manually annotated for
sections (e.g., Introduction, Method) and rhetorical moves (e.g., showing importance,
showing novelty) in order to reduce the number of false positive results that often
occur with probabilistic approaches.

Part-of-speech (POS) tagging is performed using the NLTK
PerceptronTagger, a machine learning-based tagger (Bird et al., 2015). Many of the
micro-level features, such as tense, modality, passive constructions, and linking
expressions, are identified using regular expressions applied to the POS-tagged
corpus. For instance, passive voice constructions are located by matching POS
patterns corresponding to auxiliary + past participle sequences, while hedges, boosters
and approximations within the modality function are detected through curated lists of
expressions (Hyland, 1998; 2000). While rule-based string matching suffices for
many syntactic and lexical features, two advanced functions that reveal discourse-
level semantic relationships, namely the cohesion function and coherence function,
rely on Al-driven processes to detect deeper discourse-level relations that are not
amenable to pattern matching alone. Here, Al-driven refers to established natural
language processing (NLP) models, such as the Stanford CoreNLP coreference
resolution system (Clark & Manning, 2015) and semantic similarity metrics based on
WordNet synsets (Wu & Palmer, 1994), rather than large language models (LLMs),
which were only employed in generating learner-facing explanations.

The cohesion function draws on the statistical coreference resolution
algorithm (Clark & Manning, 2015) from the Stanford CoreNLP toolkit (Manning et
al., 2014) to automatically detect cohesive links between referring expressions within
a paragraph. The coreference resolution process constructs chains of expressions (e.g.,
noun phrases and pronouns) that refer to the same discourse entity. Expressions that
are resolved to the same entity are highlighted with the same background colour in the
visualization. This allows users to see at a glance how entities are linked across
sentences, revealing the density and distribution of referential cohesion within a

paragraph as can be seen in Figure 4.

_ is Java Color Class as Array [4]. In - RGB color closest to RGB color detected after
reading raster is selected and this one should be C3. In order to find C3, _ is used
in[5]. _ is calculated whenever C1 is changed. When _ is

smallest, C2is closest to C1 and assigned to C3. After determining C3, its index is used to infer the

orientation.

Figure 4: Extract of a research article with the cohesion feature selected. Two
different entities are identified, namely the Color Look Up Table (CLUT) and

Euclidean distance.



The coherence function applies semantic similarity measures to identify and
highlight conceptually related content within texts. This function extracts all
expressions tagged as nouns by the NLTK Perceptron POS-tagger and compares their
meanings using synsets from WordNet (Miller, 1995), applying the Wu-Palmer
similarity metric (Wu & Palmer, 1994). Pairs of nouns with a similarity score above
0.9 are treated as semantically reinforcing one another, and their frequencies are
boosted accordingly.

Following this similarity-based reinforcement, the system identifies the most
central noun(s) in each paragraph, i.e., those with high frequency and strong semantic
connections. These central nouns are displayed prominently at the start of each
paragraph in the user interface. For instance, in a paragraph that mentions “climate,”
“weather,” “temperature,” and “precipitation,” the system may identify “climate”
as the key unifying concept and visually highlight it to reflect its semantic centrality.
This Al-assisted feature supports learners in understanding how thematic coherence is
built across sentences, providing a scaffolded pathway to noticing abstract discourse-

level patterns.

4. Methodology

This longitudinal mixed-method study investigated how interaction with the Feature
Visualizer influenced genre awareness among Japanese undergraduate computer
science majors. Participants were enrolled in a 14-week thesis writing course in which
they drafted a short research article in English. The primary aim was to examine
whether regular engagement with the tool supported the development of genre-related
knowledge.

Throughout the course, students were allotted 10—15 minutes per session to
use the Feature Visualizer. Rather than assigning specific tasks, students were
encouraged to explore the tool freely to deepen their understanding of the research
article genre and apply this understanding to their own writing.

Student engagement with the Feature Visualizer was monitored through
classroom observation. The course tutor recorded patterns in tool use, noting
variations in interaction styles. Midway through the semester, students participated in
a short verbal survey to provide feedback on how they were using the tool.
Additionally, semi-structured focus group interviews were conducted with six
students upon course completion to explore their experiences and perspectives in
greater depth. After each focus group interview, a member check was conducted to
confirm the veracity of the interviewer’s notes.

A pre-test was administered at the start of the course to assess students’

baseline knowledge of the genre of short computer science research articles. The same



test was repeated at the end of the semester as a post-test to measure any changes in
genre awareness. Table 2 lists the twelve genre-related concepts that are assessed. A
copy of the test is available in Appendix 1. The test was administered on paper on
both occasions but students were allowed to look up unknown vocabulary on their
computer.

To evaluate statistical significance in performance changes, McNemar’s test
was applied to the subset of participants who completed both the pre-test and post-
test. This non-parametric test is appropriate for paired nominal data and is commonly
used to detect changes in dichotomous outcomes across two time points within the
same participants. Unlike parametric tests such as the paired-sample t-test or effect
size metrics like Cohen’s d, which require continuous interval data and assume
normality, McNemar’s test is specifically suited to detect within-subject changes in
categorical paired data, providing an appropriate measure of significance for this
study.

Of the 23 enrolled students, 19 completed the pre-test, and 14 completed both
pre- and post-tests, forming the sample for quantitative analysis. For each concept,
responses were coded as correct or incorrect, allowing construction of 2x2
contingency tables. McNemar’s test with continuity correction was used to assess

whether the proportion of correct responses increased significantly after instruction.

Table 2: Genre-related Concepts Covered in Course and Test.

Concept Relevant content

Organization concepts | Move from general to specific; first to last; most
important to less important

Organization of article | Sections detailing answers to why, how, what and so
what, i.e. introduction, method, results and discussion
Front and end matter | Abstract, references and appendices

Introductions Describing novelty, significance, providing background
and overview of remainder of article

Paraphrasing Linking current section to previous section

Signposts Helping reader understand organization using adverbs

Voice Using passive voice to focus on processes not people

Tense Using past tense for completed actions

Definition Creating shared understanding with readers

Approximation Describing exact values in a more reader-friendly way

Abstraction Repacking processes using nominalization

IEEE citation system | Using numbers in square brackets to refer to sources

5. Findings



This section presents the findings of our study in relation to the guiding research
question: How does interaction with the Feature Visualizer impact the genre
awareness of students? To address this question, we first examine whether the tool
influenced learners’ recognition of academic writing concepts, drawing on pre- and
post-test data to provide quantitative evidence of change. We then turn to qualitative
data from classroom observations, surveys, and focus group interviews to explore
how learners engaged with the tool and what strategies they adopted. By combining
statistical results with insights into learner behaviours and perceptions, we provide a
comprehensive account of both the extent (whether) and the manner (how) in which
the Feature Visualizer shaped students’ awareness of genre conventions.

As shown in Table 3, post-test scores demonstrated substantial gains in the
recognition of all targeted academic writing concepts. Awareness of concepts such as
typical content of introductions, the selection of appropriate grammatical tenses, and
the purpose of paraphrasing one’s own words showed clear improvement. The post-
test results related to the content of the front and end matter, the use of passive voice
particularly in the method section, and details of the IEEE citation system improved
substantially. Even the less familiar concepts at the outset, such as the purpose of
providing definitions and the use of abstraction, saw increases from zero to between 7
and 10 students.

McNemar’s test results confirmed that these gains were statistically significant
for most concepts. Notably, the increase in recognition of the content of introductions
(> =9.0909, p = .0026) and use of paraphrasing (%> = 6.125, p =.0133) reached
strong significance. With the exception of the use of approximation, which rose from
36% to 64% but did not reach statistical significance, all improvements were
significant at the p < .05 level, indicating a strong learner-driven developmental effect

resulting from independent engagement with the materials.

Table 3: Results of Pre-test and Post-test for Participants who Completed both Tests.

Concept Pre-test Post-test x2 p-value  Significant?
Organization concepts |4  (28%) | 12 (86%) | 5.1429 0.0233*  Yes
Organization of article |5  (36%) | 14 (100%) | 5.1429 0.0233*  Yes
Front and end matter 6 (42%) |14 (100%) | 4.1667 0.0412*  Yes
Introductions 3 (21%) |14 (100%) | 9.0909 0.0026* Yes
Paraphrasing 0 (0%) 8 (57%) |6.125  0.0133*  Yes
Signposts 3 (21%) | 14 (100%) | 9.0909 0.0026** Yes
Voice 4  (29%) |12 (86%) | 6.125  0.0133*  Yes
Tense 2 (14%) |12 (86%) | 8.1 0.0044** Yes
Definition 0 (0%) |10 (71%) |8.1 0.0044**  Yes
Approximation 5  (36%) 9 (64%) |2.25 0.1336 No
Abstraction 0 (0%) 7 (50%) |5.1429 0.0233*  Yes




IEEE citation system |5 (36%) |14 (100%) | 6.125  0.0133*  Yes

*p <.05, **p < .01

The findings suggest that inductive learning supported by Al-enhanced, corpus-based
tools can meaningfully raise learners' awareness of genre conventions. The design of
the Feature Visualizer enabled them to engage directly with curated texts, fostering
self-directed exploration and discovery of genre conventions. By visualizing abstract
rhetorical features, the Feature Visualizer made genre norms of short research articles
more accessible and actionable, enabling learners to notice and understand them with
greater ease.

Based on the observation log, verbal mid-course survey and focus group
interviews, most students engaged actively with the Feature Visualizer, exhibiting two
common usage patterns, which can be described as intensive article-level exploration
and extensive feature-level comparison.

The first pattern, intensive article-level exploration, involved in-depth
exploration of a single research article. Students adopting this approach tended to load
an article closely aligned with the methodological focus or content of their own
research topic and systematically examined its structural and linguistic features. Most
students began their exploration with macro features. They toggled various
visualizations on and off, focusing on how genre conventions were realized within
their chosen article.

The second pattern, extensive feature-level comparison, was characterized by
focused investigation of a particular linguistic or rhetorical feature across multiple
articles. Students employing this strategy selected a feature of interest, such as tense
usage or move structures, and rapidly navigated through several articles to compare
how the feature was realised across different contexts. This comparative analysis
approach enabled them to notice patterns of variation and commonality, thereby
developing a more flexible and fine-grain understanding of genre conventions.

Observation logs indicated frequent interaction with the colour-coded
visualizations. Students often used the Feature Visualizer alongside other digital
resources such as machine translation services (e.g., DeepL and GoogleTranslate),
search engines, and LLMs (e.g., ChatGPT and Gemini), primarily accessed through
their mobile devices or personal laptops rather than the university workstation.

Focus group interviews revealed that students found the tool intuitive and
particularly helpful in discovering and clarifying genre expectations for research
writing. All six participants reported increased confidence in evaluating and revising
drafts of their own research articles.

The layered design of the tool, ranging from raw text to multimodal

explanations, allowed students to control the depth of information accessed. However,



contrary to expectations, video explanations were rarely used. When asked, only three
of the 16 respondents reported watching any video content, and they explained that
they did so either because they wanted deeper insight into a particular feature or
because the labelled highlights alone were insufficient for full understanding. For
example, one student commented, “I could not understand the differences between the
different types of linking words from the highlighting alone.” By contrast, the
majority of students indicated that they did not feel the need for additional
information. One pragmatic student noted, “I understood enough to write my thesis,
and I am time-pressured, so it was not necessary.” Another added, “I could work out
the meaning from seeing the highlighted terms in context and felt confident.” (All
quotations are idiomatic translations from Japanese.)

All focus group participants agreed that the tool enhanced their awareness of
the genre conventions of short computer science research articles. Tutors also
observed notable improvements in the clarity, coherence, and formality of student
writing. The integration of visualization, corpus-based interaction, and learner
autonomy was consistently highlighted as a strength of the Feature Visualizer.

The two engagement patterns (intensive article-level exploration and extensive
feature-level comparison) were noticed, which reflect different learner strategies for
inductive genre learning. The first pattern, intensive article-level exploration, aligns
with model-based approaches to learning from exemplars. Research on exemplar-
based learning demonstrates that working closely with a single, detailed case can help
learners notice and facilitate the abstraction of general principles (Renkl, 2014). In the
context of genre pedagogy, a single text often functions as a comprehensive model
through which learners can identify rhetorical moves and organisational structures
(Blake, 2001; Swales, 1990). Focusing on one exemplar also reduces the cognitive
complexity of the task: according to cognitive load theory, novices benefit from
limiting the range of input in order to allocate more attention to structural and
linguistic features that might otherwise be overlooked (Bahari, 2023). By
systematically engaging with a single article, learners employing this strategy are able
to build a coherent reference model for academic writing conventions, which then
may serve as a foundation for their own production.

The second pattern, extensive feature-level comparison, reflects a contrastive
learning strategy, drawing on cross-textual variation to infer rules and conventions. In
this approach, learners actively search for patterns of similarity across texts, which
they can then use to formulate generalisations about genre norms, a form of
“frequency-biased abstraction of regularities” (Ellis, 2002, p.143). In genre pedagogy,
comparative work across texts highlights how rhetorical conventions can vary within

and across disciplines, enabling learners to move beyond fixed models toward more



flexible understandings of discourse (Hyland, 2012). This aligns with research in
contrastive rhetoric, which emphasises the importance of cross-textual comparisons
for recognising discourse organisation and rhetorical choices (Connor, 2002). By
engaging with multiple texts through feature-focused toggling, students following this
strategy are able to abstract genre principles through systematic contrast. Both
patterns highlight the affordances of the Feature Visualizer in supporting autonomous,
data-driven exploration, with learners adjusting their interaction style based on their
immediate learning goals.

The flexible toggle-based interface supported different learning preferences,
allowing users to select the depth and mode of explanation most suited to their needs.
The use of a corpus provided a firm foundation for explorations in authentic
disciplinary usage, while the tool’s design promoted a shift from passive rule-
following to active pattern discovery. This guided autonomy, in which learners
navigate independently within a structured environment, proved successful in
sustaining engagement and fostering deeper learning.

In addition to using the Feature Visualizer, students frequently accessed other
digital resources, including machine translation tools, search engines, and LLMs. This
blended engagement aligns with connectivism (Siemens, 2004), which emphasizes the
role of networked tools and distributed knowledge sources in modern learning
environments. It also reflects the principles of distributed cognition (Hollan, Hutchins,
& Kirsh, 2000), wherein cognitive processes are shared across individuals, tools, and
environments, and situated learning theory (Lave & Wenger, 1991), which views
learning as embedded within authentic contexts and social practices. The Feature
Visualizer functioned not as a stand-alone instructional aid but as a central node in a
broader ecology of tools that learners actively drew upon to construct genre

knowledge.

6. Conclusions, limitations and implications

The Feature Visualizer is an open-access, Al-powered tool designed to raise
genre awareness through inductive learning. Grounded in the principles of corpus-
based pedagogy and interactive discovery, the tool enables learners to explore
authentic texts, visualize key features, and access explanatory support on demand. A
longitudinal study showed that learners using the tool improved their genre
knowledge of discipline-specific writing and developed greater confidence in
navigating the conventions of scientific genres. Learners viewed the tool as effective
and user-friendly. This study reinforces the value of integrating Al and corpora in

ways that promote inductive learning, learner autonomy, and genre awareness. Future



research will explore the application of the Feature Visualizer in other domains and
with larger, more diverse cohorts of learners.

An additional contribution of this study lies in the identification of two distinct
engagement patterns: intensive article-level exploration and extensive feature-level
comparison. These patterns illustrate the different ways in which learners approach
inductive genre learning using Al-driven feature visualization. The first pattern
reflects a model-based approach in which a single exemplar text serves as the main
reference point, while the second demonstrates a contrastive strategy that draws on
similarities and differences across texts. Recognising these patterns provides insight
into how learners adapt exploratory strategies to their goals and highlights the tool’s
flexibility in accommodating multiple learning pathways.

These results echo broader pedagogical trends advocating for the integration
of Al and corpora in ways that prioritize learner agency, real-world language
exposure, and interactive exploration. Projects, such as CorpusChat, illustrate how Al-
powered chatbots can scaffold corpus exploration in real time (Cheung &
Crosthwaite, 2025) while the online interface of English-Corpora.org which houses
multiple corpora, offers the option to use LLMs to assist in the identification of
patterns.

However, this study also revealed certain limitations. Despite the tool’s
multimodal capabilities, some features, such as video explanations, were
underutilized, suggesting a need for further investigation into how learners perceive
and engage with different forms of support. Another limitation concerns the corpus
size and the reliance on pre-annotated features. While the tool is designed to work
with raw text as much as possible, some degree of manual annotation was necessary
to avoid false positives, as automated section identification using machine learning
alone did not achieve sufficient accuracy for deployment. Finally, although the
learning outcomes were promising, the sample size for quantitative analysis was
limited to 14 students. This small cohort size constrains the generalizability of the
findings, though it does offer a valuable proof of concept.

Future research should examine long-term effects, differences across
proficiency levels, and usage patterns in larger and more diverse cohorts to better
understand how the tool supports genre learning across contexts.

The Feature Visualizer offers practical benefits for language teachers and
curriculum designers seeking to integrate corpus-based, inductive learning into
writing instruction. Its application is particularly relevant in fields that rely on highly
structured texts, such as STEM disciplines. The tool can be incorporated into
classroom activities, independent study tasks, or revision workshops, and requires

minimal training due to its intuitive design.



Teachers can use the tool to support discovery-based activities that
complement explicit instruction, helping learners develop both conceptual
understanding and practical application of genre conventions. Its embedded
multimodal explanations appeal to diverse learning styles, sustaining engagement and
supporting differentiation. By promoting active learning and data-driven inquiry, the
tool helps learners take ownership of their writing development. The Feature

Visualizer is available online at https://fv.rt247a.ddns.me/.
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Appendix 1: Pre- and post-test on genre of computer science research articles

Please write your answers to these questions. You can write in English and/or Japanese. You

can use a dictionary if needed, but do not use generative Al

. How are research articles organized?

. How are sections within the article organized?

. What is given before the introduction or after the conclusion?

. What is often included in the introduction?

. Why do we paraphrase our own words within a research article?
. Why do we use signposts?

. When and why do we use active and passive voice?

. What tenses are used, and why?

O© 0 3 N W B~ W N =

. Why are definitions included?
10. How can you mention a value in a table (e.g., 4.512) in the results section?
11. Why are some processes described using nouns rather than verbs?

12. How do you cite a research article?
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